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Why do |
robots
have

smiley
faces?

: sustaina trusted relationship is to
: locate Alin communities. With
: thisin mind, we have launched our
: ground-breaking Alin community
i researchand policy initiative.
This project wants to locate
: peopleat the centre of the Al
: revolutionandto give
i opportunities to those more
: affected by technology to have the
i information theyneed to
¢ participate inatrusted Al future.
:  Sothismeans much more than
b ¢ smiley faces onrobots.
T T o i TheUnited Nations is promoting
: : whatit callsits Sustainable
i Development Goals (SDGs). These
: range from physical concerns like
w : accesstocleanwater,across
: equitable universal healthcare,
: andbetter opportunities for girls
: inparticular toadecent education.
: Bigpictureissues like climate
: change arealso addressed.
i Initsprogramme toachieve and
¢ sustain these goals, the UN is
looking to experts such as CAIDG
¢ toadvise iton how Almight be
: applied effectively.
Experts have said that Al's
: influence will be trusted and
: maximised only if communities
. i areincluded indecisions about
Al'srole before it is positioned to
helprealise the SDGs.
Butis this justalot of nice
: sounding words about humans
: beingin the loop? How can
: communities of people who know
: little about Al or its consequences
i beinvolvedinitsapplications?
¢ Thereare two answers. First,
: before Alisintroduced, people
: needtobe listened to about their
: fearsand concerns,and these need
: toberelayed back to Al designers
i and policymakers.
¢ Second, the motivation for Al

There is areason why engineers
and designers provide machines
with the semblance of friendliness,
but it takes more than that

to establish trust between Al

and humans.

Mark Findlay

Iwas at Promenade MRT Station

waiting to travel towork, whenmy :

attention was drawn to alittle boy
pointingat a cleaning robot
moving in my direction. It was
making comforting gurgling
noises, its eyes were blinking

i cannotjust be about profit, as the

= : Google Al for Social Good project,

: which CAIDGisapart of,

.+ recognises. Itis true that Al can

: stimulate economic development.
: Butcommunities need to trustand
i beconfident that thereisapublic

: good purpose for Al from which

: they can collectively benefit.

CAIDG s giving special research

i emphasis to the following contexts
¢ inwhich Al and communities can
i come together:

gently and soft music + trustworthy innovation,

accompanied its movements. 2 « ethical Al ecosystems,
“Lookat its smiley face!” said the : - « responsible Covid-19

boyand we all boarded the : surveillance tech,

driverless train without a worry.
Remember the days before the
pandemic when we could taxi to
Changi Airport to go on a holiday
or business trip? Did it ever cross
your mind that once we were
airborne, the pilot switched to
automatic,and Al flew the plane?
But when someone suggests

¢ continue when we worry about
i visiting malls during the ongoing
: pandemic.

So the interaction between

: humansand Alis not always easy

: thesmiley face. Itisno

oincidence that engineers and

i designers give robots human
: appearance and visualise
: reassuring emotions as we come

: datause ethical.

Recently the European Union

: proposedadetailed set of
: guidelines for trustworthy
: roboticsand ethical design. But

i Acleaning robot
i atan MRT

: station. The

: writer says that
i while it is true Al

fair platform economies,

safe autonomous vehicles,

open finance,

care robotics and the “Internet
ofbodies”, that is, any tech that
connects to the Internetand
does diagnostic measurement of
the body,

citizen-centric smart cities, and

rolling outan autonomousvehicle : topredict. How often have you ¢ face-to-facewith the future.The  : sometimes, ethicsand promisesof : can stimulate + people-focused personal data
totransportus securelyinthe city, : beenfrustrated communicating  : reasonistoestablishthatelusive : trustworthiness maynotbe i economic access and management.
many of us fear for our safetyasdo : witha chatbot? But we do not : bond called Trust. : enough. Whenitwasrevealedthat : development,
otherroad users, despite thefact  : wanttowaitin queuesandare :  Unfortunately, Alis often i TraceTogether data could be i communities : Itisalsoopentootherareas of
that mostaccidentsare causedby : muchhappierwhenwecangain  : appliedand datashared without  : shared with the police, manyin : need totrustand : research focus thatcommunities
human error. Fear associated with : entrytoaconcertwiththe flashof : includingcommunities inthe : Singapore doubted the privacy i be confident that : considerasimportant concerns.
Alis often based more on i acard. decision process. It might ¢ assurancesregarding the : thereisapublic : Iftrustisatthe heartofplacing
imagined than actual risks, but it is More fundamentalissuesface ~ : generallybeagoodthingtohave : technology,and trustwas : good purpose for : Alwithin communities, then
fearall the same. : citizens inSingapore, as thissmart : robotsassist in complicated i damaged. i Al from which : researchers need tounderstand
Andthereareveryreal concerns : citybecomesmoredependenton : surgeryand lighten the nurses’job : : they can : what makes trust tick, much more
posed by Al for the future of work ~ : mass datasharingand Al-assisted : in caring for patients, but there : WHATDO PEOPLEWANT? i collectively : thanjustsmiley faces onrobots.
and the privacy of personal data : tech. Sensors are being widely : may be situations so private and : : benefit. PHOTO:
about which there shouldbemuch : positionedin housing estates to personal with health servicesthat : The Centre for Al and Data : stopinion@sph.com.sg

informed discussion.
There is no doubt that Al has
made life more convenient in

: better manage usage and ensure
: safety. But would we be happy
: havingasensorin every roomin

: we want only humans involved.
: Who should determine that?

Inan effort to improve trust

¢ Governance (CAIDG) atthe
i Singapore Management
: University (SMU) wants to know

i SMRT

* Professor Mark Findlay is director of
: theCentre for Aland Data Governance

many ways. Who uses cash : thehouse? i between Al and humans, i howand why trustis established or : i atSingapore Management University.
anymore? Digital payment : governments, including : challenged when humansand : Thisresearch s supported by the
systems have become thenorm, ~ : AMATTER OF TRUST : Singapore’s, have policies : machines come together. : National Research Foundation

and online platforms get our food : toensure that the technology We believe that the most : Singapore under its Emerging Areas

delivered and allow shopping to

i This takes us back to the robotand

¢ should be trustworthy and

i effective way to promote and
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